Questions

1. What is our biggest single vulnerability from a technology or security point of view?

2.  How vulnerable are we to attack on the confidentiality, integrity and availability of our data and systems?

10.  How often are we re-evaluating our technical exposures? 

Outline
- Part of a risk management program

- There are many vulnerabilities that must be addressed to protect CIA

- Need holistic risk management and perform due diligence to create defense in depth

-Holistic approach marries business and IT security risk

-Understood in relation to organizational risk tolerance and business objectives

-IT security is narrow perspective


- Risk seen as negative by IT – but is basis for opportunity and return


- Focus on compliance and vulnerability management

- Need a risk model

-Defined by the Inter-American Development Bank as:

“A mathematical, graphical or verbal description of risk for a particular environment and set of activities within that environment.

-Jointly prepared business and IT

-Quantitative and Qualitative

-Cover component, system, and organizational issues – prioritized

-Output = residual risk

-Live with imperfection of models – diminishing returns

-System-level risk analysis

-What is a system?

-What are the common steps?

-Focus on vulnerabilities and consequences

-Describe vulnerability management  - patches, configurations, etc.

-Frequency of review based on compliance, sensitivity, etc.

-System-level is not enough

-Systems, even if compartmentalized have interdependencies

-Need organizational perspective 
- SDLC 

-Makes trade-offs explicit


-Cost savings by addressing IT security early

-Assumption of risk is inherently a business decision

-Difficult to get reliable metrics 

-Metrics useful for vector analysis

-examples…

-Limits of risk analysis and challenges of IT security

-Need defense in depth

Rough Draft
Assessing information security risks is an important component of an organization’s risk management practices.  Far too often in the IT security discipline, this process is vulnerability focused.  What is the vulnerability that needs to be mitigated or eliminated?  The reality is that there are many, and they constantly morph.  So then how should the confidentiality, integrity, and availability of systems be ensured?  The simple answer is a holistic risk management process that constantly refines the layered defenses of an organization.  

This holistic approach must marry business risk with information security risk.  Given the multi-dimensional aspect of risk for any business, IT security must be understood in conjunction with an organization’s global objectives and its risk tolerance.  Often practitioners within the information technology field have a myopic perspective on risk which is seldom embraced by their business counterparts.  This narrow interpretation of risk discounts the benefits inherent in the trade-off between risk and return and focuses instead on the attainment of regulatory compliance or vulnerability management.  
The union of business objective and IT security risks should be developed through a risk model.  The Inter-American Development Bank defines such a model as “a mathematical, graphical or verbal description of risk for a particular environment and set of activities within that environment.”  This model should be constructed jointly by business and security professionals so as to enable prioritization and a probabilistic perspective on threat, consequence, and vulnerability.  This quantitative analysis should be augmented by qualitative factors as necessary.  This assessment can be broadly based but should be focused on those components, systems, and aggregate-organizational risk that impact critical business processes.

Ultimately, the output of such a model should be the explicit identification of residual risk, or risk that persists after the application of technical and organizational controls.  One must remember models are inherently imperfect and diminishing marginal returns are quickly realized chasing every nuance of one’s complex information technology environments.  The aim is to time-box the analysis and collect enough detail so that effective decision making is possible.  The final analysis should make use of visualization, such as (need examples)
This analysis should commence at the information system level.  An information system can be defined as a set of information technology components grouped by sensitivity, purpose and under (expand and/or refine this explanation) Then a risk assessment methodology, of which there are many, should be utilized.  Common steps in such a process include identification of the following:  

1.  System criticality and sensitivity

2.  Threats and threat frequency (deliberate and accidental) 

3.  System vulnerabilities remaining after implementation of IT security controls

4.  Consequence or severity of event

5.  Residual risk
Clearly, organizational efforts should be focused and prioritized on consequences which will reveal the most salient vulnerabilities to mitigate and eliminate.  This process is known as vulnerability management and requires processes, supported by IT security applications that assess patch levels, misconfigurations, code anomalies, etc.  In addition, periodic reviews should be conducted of the implemented IT security controls.  The frequency of this activity should be a function of the system’s sensitivity, revenue generation, regulatory/reporting requirements, and whether the system is Internet-facing.  

Once risk is managed at the system-level, risk must be aggregated to form an organizational risk posture.  This posture must conform to the objectives and risk tolerance of an organization.  Although IT architectures should allow for compartmentalization of information systems, it is important to understand that the interdependent nature of these systems means that the risk assumed one is realized by all.  The assumption of risk should fall within the domain of business units, not IT departments. 
Integrating security into an organization’s system development life cycle (SDLC) is an effective approach that blends business and technology in mitigating IT security risks.  Trade-offs between functionality and security are made explicit.  Furthermore, it addressed IT security early in the development process which allows improved security at a lower cost.    
The IT security area has been challenged by an absence of reliable metrics.  However, just as imprecision in modeling should not forestall the use of risk models, imprecise metrics ….(expand and refine).  Metrics can assist in vector analysis or making sure the measures are headed in the right direction.  Metrics should cover organizational as well as technical factors such as personnel training, vulnerability mitigations, etc.

Given that these essential risk management processes are hampered by imprecision, and that IT security is by nature constantly evolving, organizations must create layered defenses to ensure critical systems and processes are protected by a defense-in-depth.  Iterative risk assessments will reveal other defensive measures that will serve to further reduce the probability of IT security incidents. (See also: Q7) 

Questions

3.  If our system goes down, how long until we are back up and running and are there circumstances where we do NOT want to be back up quickly?

7. How prepared are our incident response and business continuity plans?

8. What is our risk exposure of technology or business operations failures at our vendors and service providers?

Outline
-Identify and prioritize essential business processes, services, and the technology assets that support them

· based on results of business impact analysis and security risk assessments 

· expected service levels (availability, hours and exceptions, volume, response times, performance targets, key metrics, escalation, etc.)

· tradeoff analyses: impact/cost of disruption vs. cost of controls to mitigate

· (risk assessment refers to Q1/2/10)
· assess internal and external dependencies and interdependencies (such as public services, public infrastructure; business partners, vendors, and suppliers)
- Plan for service continuity and technology asset resiliency

· determine executive responsibility; define strategy; set and enforce policy

· develop and maintain business continuity plans: continued provision of services under degraded conditions (consider insurance)

· tradeoff analysis define redundancy and replication for facilities/data centers, systems (hardware, software), information, and personnel
· develop and maintain recovery plans: limiting and containing damage as a result of disruption; containing consequences of disruption

· develop and maintain restoration plans: bring services back to normal levels of operation

· identify authority (plan owners), roles/responsibilities, communication, alternative/backup infrastructures and facilities; key personnel; key technology assets; stakeholders, sufficient resources, etc.

· set administrative, technical, and physical controls (protective, corrective, detective) that meet the resiliency requirements for technology assets identified, implemented, monitored, and maintained.

· ensure availability and functionality of critical technology assets through business/service continuity planning, exercise, and test. Such planning includes:

· defining recovery time objectives (RTO) and recovery point objectives (RPO)

· determine actions based on RTO/RPO (e.g., can’t exceed 4 hours downtime; need for hot, warm, cold backups)

· maximum tolerable downtime (based on risk assessment/tolerance)

· regular technology asset maintenance and capacity management.
· (incident response as an aspect of business continuity refers to Q7; physical security as an aspect of business continuity refers to Q6; protection of information assets as an aspect of business continuity refers to Q9 inc. encryption key and file recovery; personnel safety refers to Q5) 
-Train for, exercise, and test continuity plans

· objectives, scenarios (including range of test exercise approaches such as table top, simulation, demonstration, recovery testing at primary and backup sites, external party testing, rehearsals), stakeholders, roles and responsibilities, infrastructure requirements, expected test results (informed by identified risks and vulnerabilities; refers to Q1/2/10)
· discrepancies between expected and actual results; evaluation of results for test plan and continuity plan improvements

· conduct post mortem after disruptive events for lessons learned, measures of plan effectiveness, and plan improvements

· maintain plans based on exercises, actual events, changing business conditions, etc.

· (ensuring availability of appropriately trained personnel refers to Q5)

-Manage technology asset acquisition and support provided by external parties

· include resiliency terms and conditions in procurement and acquisition contracts (such as those identified in outline points above)

· assess external parties against relevant criteria (frameworks (Q4), primary organization practices, etc.) in advance of contract signing, periodically during the contractual relationship, and as a condition of contract termination/completion

· use of independent third party audit to independently assess qualifications of candidate external parties (too hard for principle organizations to do this for all of their suppliers plus some potential conflict of interest situations)

· identify and manage acquisition-related risks

· monitor the performance of external parties to ensure they meet the organization’s contractual terms, conditions, and service-level agreements
References

CERT Resiliency Management Model

NIST SP 800-34 Contingency Planning Guide for IT Systems

ISO 27002 section on business continuity
Question:

3.4
Where do we stand with respect to any information security/technology

frameworks or standards that apply to us? 

It is most likely that applicable frameworks or standards exist for every company. These

frameworks and standards are effective in providing valuable information about where

a company is positioned and where its risks are. A company needs to assess where

it is and then determine its acceptance of that position and take action if needed. This

process needs to be repeated periodically as technology and the global context are

always evolving.
Outline:

What is a framework?

A Cyber security framework is an essential set of roles and activities required to ensure an acceptable level of cyber security for a system.  Multiple frameworks exist with each accommodating a particular cyber security view e.g. System of controls, system development, security management.  Frameworks provides assurance that the management system for information security is in place, but says little about the absolute state of information security within the organization
High-level, common features of a framework

The framework assists in obtaining a measurement of a secure system environment described in the language of a particular view.  Each framework can provide useful data points in assessing the security of a system.  

Examples of the different cyber security framework views are: 

Cyber security program view

· Identifies different Cyber security roles and responsibilities 

· Identifies where security roles participate in or have touch points with other organizational activities

· System development 

· System operations

· Component specific view

· Acquisition of technical cyber security mechanisms

· Partipate in system planning and development, standards for the allocation and selection of security mechanism 

· Acquire quality technical cyber security mechanisms

· Associated with accredited national laboratories for cyber security mechanisms

· Industry sector-specific view

· Sector-specific security standards and guidance

· Sector-specific security design and architectural patterns that minimize risk

· Account for the risks of going alone versus going with the crowd

Cyber security Auditor view

· Security expressed in the language of an auditor 

· Controls that satisfy control objectives

· Operational and process oriented

System development view

· Overlays on a System Development and Life Cycle (SDLC) methodology 

· Security expressed in terms of requirements (e.g. business, system and component requirements), and 

· Security activities identified that need to occur at different phases of the life cycle

· designs that meet defined requirements and initiate the continual tracking of risks, 

· deployments that test compliance with requirements and maintains continual tracking of risks.

· Security exit criteria for each cycle phase (e.g. security activities completed, tracking the completion of the transition from current system operations to new system operations)

Partnership view

· Focus on the sharing of services and interfaces with external business partners and service providers

How to apply – first steps?
· Adoption of frameworks

· Integrate frameworks/ identify touch points to improve overall cyber security 

Rough Draft
Where do we stand with respect to any information security/technology

frameworks or standards that apply to us?

It is most likely that applicable cyber security frameworks or standards exist for every company. These frameworks and standards are effective in providing valuable information about where a company is positioned and where its risks are. A company needs to assess where it is and then determine its acceptance of that position and take action if needed. This process needs to be repeated periodically as technology and the global context are always evolving.
A Cyber security framework is an essential set of roles and activities required to ensure an acceptable level of cyber security for a system.  Multiple frameworks exist with each accommodating a particular Cyber security view e.g. system of controls, system development, security management.  

Common features of a cyber security framework

The cyber security framework assists in obtaining a measurement of a secure system environment described in the language of a particular view.  Each framework can provide useful data points in assessing the cyber security of a business and its systems from that point of view.  The framework(s) assist in providing a more comprehensive understanding of your organization’s ability to manage risk and express risk and risk mitigations to various stakeholders.  They typically are structured for governance and best practices with an emphasis of linking the IT world to business objectives. The different frameworks provide assurances that information security is in place for respective stakeholders, but says little about the absolute state of information security within the organization. 
Examples of the different cyber security framework views are: 

· Cyber security management program 

· Cyber security system of controls 

· Cyber security System development 

· Cyber security System Partnership 

The primary audience of the Cyber security management program frameworks is those with the responsibility of establishing and maintains a cyber security program.  The framework will assist cyber security program to be structured, comprehensive and of high quality. These frameworks provide high level guidance to identify the different Cyber security roles and responsibilities as well as identify what activities those roles need to participate in or have touch points with other organizational activities. These might include systems development and system operations.  For example these activities may include the planning and acquisition of technical cyber security mechanisms during system planning and development as well as with patch management particularly when product vulnerabilities and risks are discovered.  

The primary audience of the Cyber security system of controls framework is those with the responsibility of ensuring processes for establishing and deploying control objectives and controls to meet security requirements. The controls are expressed in the language of an auditor or an operations manager but are not typically used by system development or security management practitioners.

The primary audience of the Cyber security system development frameworks is those with the responsibility of ensuring that security activities and consideration are a part of the system development processes. System development security frameworks overlays System Development and Life Cycle (SDLC) methodology with security activities and the production of security relevant artifacts (e.g. risk assessments).  Here the security framework is typically expressed in terms of requirements (e.g. business, system and component requirements), system development activities and processes that need to occur at different phases of the systems life cycle.  As a system exits a particular phase of its life cycle an exit criteria may exist to ensure that the required security activities have been completed, and that residual risks are identified for the next phase.  The result is operational systems are based on documented requirements (including security requirements) and that can provide a trace of system risks to system development risk decisions.   

The primary audience of the Cyber security Partnership framework is those with the responsibility of ensuring the secure sharing of services and interfaces with external business partners and service providers. Please reference …..

How to apply – first steps?
Depending on the organization, its size and business partners, the decision to adopt a framework(s) should be made to augment the existing governance of its systems how they are acquired, built and managed operated.  Adopting may introduce “cultural” changes to an organization and create some disruption.  So adopting cyber security framework(s) should be carefully planned.

Question
5.  Do we have the proper staffing to reasonably maintain and safeguard our most important assets and processes?
Outline
-No more important investment

-It’s the system admin working long hours – protect your company
-Staffing is highly dependent on organizational type and environment

-Best practices require the apportionment of 5 to 10 % of the IT budget for IT security
-Extrapolate 5-10 % of IT staffing should be IT security personnel 
-May need additional personnel


-Are all IT security functions of an IT security program covered?

-IT risk management, data security, forensics, organizational resiliency, incident detection and response, training, network/system/application security and operations, personnel security, physical security, compliance, and internal audit.  


-Are there separation of duties for key assets and processes? (See also: Q 3 & 8)

-Are new IT security tools being added to your environment?

-IT security staff are scarce resources.


-What skills are necessary?

-Use certification/training to validate skills and as a recruitment/retention tool

-(See also: HR)
-Engender a security aware culture.

Draft
There is no more important investment in the IT security space than an investment in personnel.  Despite all of the technological advancements, it still comes down to the highly trained, perceptive administrator, burning the midnight oil, that that traces an anomaly to its logical conclusion and adroitly reacts to defend the organization.
Guidance on appropriate staffing levels is difficult because it is highly dependent of the firm’s characteristics and environment.  Best practices suggest that the IT security budgets should be five to ten percent of the overall IT budget.  From this one can extrapolate that staffing levels for IT security personnel, typically should fall within the same range – five to ten percent of the overall staffing for IT. 
However, given the importance of IT security, your firm may need to consider an increase in staffing levels.  Ensure that current staffing levels cover all important functions of an IT security program.  These functions include IT risk management, data security, forensics, organizational resiliency, incident detection and response, training, network/system/application security and operations, personnel security, physical security, compliance, and internal audit.  For the most critical assets and processes, it is imperative to maintain a clear separation of duties between IT operations and IT security.  Healthy tension exists between the two, but, too often, decisions are made in favor of the former at the expense of the later.  If the asset or process is critical, ensure separation of duties.  Lastly, security applications improve efficiency, but don’t necessarily substitute for personnel.  These applications are ultimately as good as those that operate them.  Adding new applications not only requires new skill sets, but may also require additional personnel.

Highly qualified staff in the area of IT security is a scare resource.  Identifying the right personnel with the right skill sets further complicates matters.  There are various competency studies, produced by industry and government that identify core skills required for personnel in IT security program functions.  These skills can be used as a benchmark when evaluating prospective employees.  Similarly, industry sponsored certifications can be used to gain insight into potential candidates. (See also: Q3&8)
Then, once you’ve attained the right personnel, keep them.  The opportunity to gain additional certifications and training is a great recruitment and/or retention too.  But for firms interested in safeguarding their assets, keeping personnel current with the changing technology landscape is an essential cost of business.  (See also: HR)
Firms should also cultivate the idea that security is everyone’s responsibility.  Therefore, developing a security aware culture is equally important.
3.6 What is the assessment of physical security controls at each of our sites (data center, home office, field offices, and other sites)?

Outline

I. Importance of physical security

a. Without physical security, there is no IT security

b. Natural and man-made events

c. Environmental and security controls

II. Preparation for Assessment

a. Using data from other risk assessment processes wherever possible, assess the risks to the organization’s missions or business processes involved with the operation of a particular site. (See Q 1,2,&10)

b. Develop a site inventory with pertinent information including workloads processed or data stored and current controls.

c. Acquire or develop an integrated set of physical security controls and requirements for use in assessing sites.

d. Ensure that each site has physical security processes fully documented.

III. Assessing sites and controls

a. Develop a schedule for assessing the required controls at each of the sites

b. Ensure that assessment staff includes members with knowledge of telecommunications, HVAC, power management, computer hardware, climate-related risks, and physical security procedures and processes.

c. Performs assessments at each site and develop issue reports for managers.

IV. Assessing and Addressing Findings

a. Develop a database of findings identifying site, severity, nature of issue, resource factors associated with remediation.

b. Prioritize findings by severity in relationship to importance of site mission.

c. Develop a site specific plan detailing schedule and resource requirements to address findings

d. Roll up site plans into an enterprise-wide plan that will enable high-level solutions to address common findings.

e. Ensure that remediation of issues is carefully tracked.

f. Ensure that periodic reassessments become part of the organization’s security processes.

Question 3.7
“How prepared are our incident response and business continuity plans?”
Outline

I. Inevitability of incidents in today’s IT environment

a. Organizations that rapidly sense and respond to incidents will succeed

II. Preparation for Incident Response

a. Prepare to Handle Incidents by having checklists and procedures for:

i. Malicious Code

ii. Unauthorized Access

iii. Inappropriate Usage

iv. Data Breaches

b. Have prevention strategies or other risk mitigation strategies in place for the above named incident categories

III. Detection and Analysis of Incidents

a. Incident Precursors and Indications

b. Detection Mechanisms and Process

i. Analysis

ii. Documentation

iii. Prioritization

iv. Notification

IV. Containment, Eradication and Recovery After an Incident

a. Choose Containment Strategy

b. Gather and Properly Handle Evidence

c. Identify the Attacker and/or source of the Attack

d. Eradicate the Attack

e. Recovery from the Incident

V. Post-incident

a. Lessons Learned

i. New Prevention Strategies

ii. New Risk Management Needs

b. Evidence Retention

Cross References: Technical/Operations side of business continuity plans to be addressed by answer to 3.3 and 3.8.  Response needs to be under the umbrella of crisis management and driven by the business’ needs (Chapter 4).  Remediation and mitigation steps likely impact corporate insurance concerns (Chapter 5).

Draft

To be completed.

Should be about 12-15 lines long.

9.  What is the maturity of our information classification and management program?

1.0 Can you determine when information is sensitive and needs to be treated specially?

         1.1 Need to establish a policy that identifies the sensitivity of information by categories (e.g. Secret, Confidential, Unclassified)

          1.2 The degree of security and access control (e.g. encryption, access control lists and entitlements) that needs to be provided for each information category; and 

          1.3 The rules for determining what information falls into each of these categories.

          1.4 Who defines the categories? 

          1.5 The required security and access controls?

          1.6 The rules for placing information into one of these categories.

2.0 Do you know where all your information is?

         2.1 on what devices, in what files?

         2.2 who accesses it and when

         2.3 what use they make of the data? Make copies, combine with other info, distribute it

         2.4 when it leaves the enterprise? 

2.4.1 Do you monitor what data leaving the enterprise, what types of data?

2.4.2 Do you have a Data Leakage Prevention program in place

2.4.3 what functions (hardware and software) are implemented

3.0 Do you have access controls in place?

3.1 who has the right credentials & entitlements? To access, to modify, etc?

3.2 what would constitute unusual suspicious behavior

3.3 is data encrypted or otherwise protected (e.g. digital rights)

4.0 Do you have appropriate policies and procedures in place, governing

4.1 Classification

4.2 Protection

4.3 Access controls

4.4 Discovery

4.5 Retention

4.6 Destruction

5.0 How are these policies and procedures enforced?

6.0 When you have a breach, do you have an appropriate response plan? Do you analyze breaches, incidents, and attempts, and come up with plans to improve yourself? Reference to question 7

7.0 Can you grade your self with respect to the effectiveness of your Information Assurance capability? Reference to Question 4

